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RECORD OF POLICY AMENDMENTS 
 
The following table outlines any significant changes/amendments made to this procedure since it 
was ratified by the Board of Governors on:  
 

DATE OF REVIEW 
OR AMENDMENT 

SUMMARY OF CHANGED / AMENDMENTS TO 
PROCEDURE 

AMENDED BY 

   

   

   

 

**Kindly note this policy is available online via the school website for parents/pupils to view** 
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Introduction 
 
Artificial Intelligence use refers to the use of AI tools to obtain information and content which might 
be used in work produced for assessments which lead towards qualifications. While the range of AI 
tools, and their capabilities, is likely to expand greatly in the near future, misuse of AI tools in relation 
to qualification assessments at any time constitutes malpractice.  
 
Teachers and students should also be aware that AI tools are still being developed and there are often 
limitations to their use, such as producing inaccurate or inappropriate content. AI chatbots are AI tools 
which generate text in response to user prompts and questions. Users can ask follow-up questions or 
ask the chatbot to revise the responses already provided.  
 
AI chatbots respond to prompts based upon patterns in the data sets (large language model) upon 
which they have been trained. They generate responses which are statistically likely to be relevant and 
appropriate. AI chatbots can complete tasks such as the following: 

• Answering questions  

• Analysing, improving, and summarising text  

• Authoring essays, articles, fiction, and non-fiction  

• Writing computer code  

• Translating text from one language to another  

• Generating new ideas, prompts, or suggestions for a given topic or theme 
 

What is AI Misuse  
 
AI misuse constitutes malpractice as defined in the JCQ Suspected Malpractice: Policies and Procedures 
(https://www.jcq.org.uk/exams-office/malpractice/). 
 
The malpractice sanctions available for the offences of ‘making a false declaration of authenticity’ and 
‘plagiarism’ include disqualification and debarment from taking qualifications for a number of years. 
Students’ marks may also be affected if they have relied on AI to complete an assessment and, as noted 
above, the attainment that they have demonstrated in relation to the requirements of the qualification 
does not accurately reflect their own work.  
 
Examples of AI misuse include, but are not limited to, the following:  

• Copying or paraphrasing sections of AI-generated content so that the work is no longer the 
student’s own 

• Copying or paraphrasing whole responses of AI-generated content  

• Using AI to complete parts of the assessment so that the work does not reflect the student’s own 
work, analysis, evaluation or calculations  

• Failing to acknowledge use of AI tools when they have been used as a source of information  

• Incomplete or poor acknowledgement of AI tools 

• Submitting work with intentionally incomplete or misleading references or bibliographies.  
 

Acknowledging AI Use 
 
If a student uses an AI tool which provides details of the sources it has used in generating content, 
these sources must be verified by the student and referenced in their work in the normal way.  
 
Where an AI tool does not provide such details, students should ensure that they independently verify 
the AI-generated content – and then reference the sources they have used. In addition to the above, 
where students use AI, they must acknowledge its use and show clearly how they have used it.  

https://www.jcq.org.uk/exams-office/malpractice/
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This allows teachers and assessors to review how AI has been used and whether that use was 
appropriate in the context of the particular assessment. This is particularly important given that AI-
generated content is not subject to the same academic scrutiny as other published sources. Where AI 
tools have been used as a source of information, a student’s acknowledgement must show the name 
of the AI source used and should show the date the content was generated. For example: ChatGPT 3.5 
(https://openai.com/ blog/chatgpt/), 25/01/2023.  
 
The student must retain a copy of the question(s) and computer-generated content for reference 
and authentication Malpractice Policy 5 purposes, in a non-editable format (such as a screenshot) 
and provide a brief explanation of how it has been used. This must be submitted with the work so 
the teacher/assessor is able to review the work, the AI-generated content and how it has been used. 
Where this is not submitted, and the teacher/assessor suspects that the student has used AI tools, 
the teacher/assessor will need to consult the centre’s malpractice policy for appropriate next steps. 
 
This must be submitted with the work the student submits for assessment, so the teacher/assessor is 
able to review the work, the AI-generated content and how it has been used. Where this is not 
submitted, and the teacher/assessor suspects that the student has used AI tools, the 
teacher/assessor will need to consult the centre’s malpractice policy for appropriate next steps and 
should take action to assure themselves that the work is the student’s own. 
 
The JCQ guidance on referencing can be found in the following:  

• Plagiarism in Assessments 
(https://www.jcq.org.uk/exams-office/malpractice/ plagiarism-in-assessments---guidance-
for-teachersassessors/)  

• Instructions for conducting coursework  
(https://www.jcq.org.uk/wp-content/ uploads/2022/08/Coursework_ICC_22-23_FINAL.pdf)  

• The Information for Candidates documents  
(https://www.jcq.org.uk/examsoffice/information-for-candidates-documents) 

 
All pupils will be informed by their class teacher as to how to avoid committing malpractice in their 
subject area.  This will be supplemented by the CCEA document which will be emailed to parents and 
pupils via In Touch system. 
 
If malpractice is suspected then the Malpractice Policy & Procedures will be followed regarding 
dealing with the key issue. 


